**Importing the libraries**

**from** tensorflow.keras.models **import** Sequential

**from** tensorflow.keras.layers **import** Dense

**from** tensorflow.keras.layers **import** Convolution2D

**from** tensorflow.keras.layers **import** MaxPooling2D

**from** tensorflow.keras.layers **import** Flatten

*#import the preprocess library of image*

**from** tensorflow.keras.preprocessing.image **import** ImageDataGenerator

**Image Augmentation**

train\_datagen **=**

ImageDataGenerator(rescale**=**1.**/**255,shear\_range**=**0.2,zoom\_range**=**0.2,horizontal\_flip**=True**,vertical\_flip**=Tru e**)

*#rescale = pixel value rescaling to 0 to 1 from 0 to 255 #shear\_range => counter clock wise rotation(anti clock)*

test\_datagen **=** ImageDataGenerator(rescale**=**1.**/**255)

*#load your images data*

*#load your images data*

x\_train **=** train\_datagen**.**flow\_from\_directory(r"D:\IBM project\Flowers-Dataset\dataset\Training",target\_size**=**(128,128),batch\_size**=**32,class\_mode**=**"categorical")

Found 3457 images belonging to 5 classes.

x\_test **=** test\_datagen**.**flow\_from\_directory(r"D:\IBM project\Flowers-Dataset\dataset\Testing",target\_size**=**(128,128),batch\_size**=**32,class\_mode**=**"categorical")

Found 860 images belonging to 5 classes.

x\_train**.**class\_indices

{'daisy': 0, 'dandelion': 1, 'rose': 2, 'sunflower': 3, 'tulip': 4}

**Create Model**

*#initialize the model*

model **=** Sequential()

**Add Layers**

**(Convolution,MaxPooling,Flatten,Dense-**

**(Hidden Layers),Output)**

*#add convlution layer*

model**.**add(Convolution2D(32,(3,3),input\_shape**=**(128,128,3),activation**=**'relu'))

*# 32 => no of feature detectors*

*#(3,3)=> kernel size(feature detector size => 3\*3 matrix)*

*#add maxpooling layer*

model**.**add(MaxPooling2D(pool\_size**=**(2,2)))

*# you can add more convolutiona and pooling layers*

model**.**add(Convolution2D(32,(3,3),input\_shape**=**(128,128,3),activation**=**'relu'))

model**.**add(MaxPooling2D(pool\_size**=**(2,2)))

*#flatten layer => input layer to your ANN*

model**.**add(Flatten())

*#hidden layers*

model**.**add(Dense(units**=**500,kernel\_initializer**=**"random\_uniform",activation**=**"relu"))

model**.**add(Dense(units**=**200,kernel\_initializer**=**"random\_uniform",activation**=**"relu"))

model**.**add(Dense(units**=**300,kernel\_initializer**=**"random\_uniform",activation**=**"relu"))

model**.**add(Dense(units**=**400,kernel\_initializer**=**"random\_uniform",activation**=**"relu"))

*#output layer*

model**.**add(Dense(units**=**5,kernel\_initializer**=**"random\_uniform",activation**=**"softmax"))

**Compile The Model**

*#compile the model*

model**.**compile(loss**=**"categorical\_crossentropy",optimizer**=**"adam",metrics**=**["accuracy"])

**Fit The Model**

*#train the model*

model**.**fit(x\_train,steps\_per\_epoch**=**109,epochs**=**25,validation\_data**=**x\_test,validation\_steps**=**27) *#steps\_per\_epoch = no of train images/batch size #validation\_steps = no of test images/batch size*

Epoch 1/25

109/109 [==============================] - 93s 822ms/step - loss: 1.3275 - accuracy: 0.3908 -

val\_loss: 1.7720 - val\_accuracy: 0.3081

Epoch 2/25

109/109 [==============================] - 83s 762ms/step - loss: 1.2066 - accuracy: 0.4631 -

val\_loss: 1.2472 - val\_accuracy: 0.4221

Epoch 3/25

109/109 [==============================] - 83s 762ms/step - loss: 1.0958 - accuracy: 0.5270 -

val\_loss: 1.1586 - val\_accuracy: 0.5256

Epoch 4/25

109/109 [==============================] - 92s 843ms/step - loss: 1.0594 - accuracy: 0.5733 -

val\_loss: 1.1411 - val\_accuracy: 0.5384

Epoch 5/25

109/109 [==============================] - 88s 803ms/step - loss: 0.9549 - accuracy: 0.6225 -

val\_loss: 1.1228 - val\_accuracy: 0.5430

Epoch 6/25

109/109 [==============================] - 84s 765ms/step - loss: 0.8991 - accuracy: 0.6402 -

val\_loss: 1.0456 - val\_accuracy: 0.5709

Epoch 7/25

109/109 [==============================] - 89s 811ms/step - loss: 0.8736 - accuracy: 0.6575 -

val\_loss: 1.1910 - val\_accuracy: 0.5802

Epoch 8/25

109/109 [==============================] - 87s 794ms/step - loss: 0.9027 - accuracy: 0.6468 -

val\_loss: 1.0589 - val\_accuracy: 0.6070

Epoch 9/25

109/109 [==============================] - 86s 788ms/step - loss: 0.8072 - accuracy: 0.6882 -

val\_loss: 1.0385 - val\_accuracy: 0.6163

Epoch 10/25

109/109 [==============================] - 90s 820ms/step - loss: 0.7578 - accuracy: 0.7102 -

val\_loss: 1.1246 - val\_accuracy: 0.5872

Epoch 11/25

109/109 [==============================] - 84s 772ms/step - loss: 0.7377 - accuracy: 0.7142 -

val\_loss: 1.0831 - val\_accuracy: 0.5872

Epoch 12/25

109/109 [==============================] - 94s 863ms/step - loss: 0.7545 - accuracy: 0.7067 -

val\_loss: 1.0106 - val\_accuracy: 0.5884

Epoch 13/25

109/109 [==============================] - 99s 905ms/step - loss: 0.7118 - accuracy: 0.7423 -

val\_loss: 1.0672 - val\_accuracy: 0.6058

Epoch 14/25

109/109 [==============================] - 91s 831ms/step - loss: 0.6494 - accuracy: 0.7547 -

val\_loss: 0.9917 - val\_accuracy: 0.6384

Epoch 15/25

109/109 [==============================] - 120s 1s/step - loss: 0.6305 - accuracy: 0.7605 - val\_loss:

1.2212 - val\_accuracy: 0.5930

Epoch 16/25

109/109 [==============================] - 96s 883ms/step - loss: 0.5863 - accuracy: 0.7787 -

val\_loss: 1.0767 - val\_accuracy: 0.6279

Epoch 17/25

109/109 [==============================] - 91s 832ms/step - loss: 0.5464 - accuracy: 0.7964 -

val\_loss: 1.1028 - val\_accuracy: 0.6360

Epoch 18/25

109/109 [==============================] - 91s 836ms/step - loss: 0.5666 - accuracy: 0.7935 -

val\_loss: 1.0856 - val\_accuracy: 0.6209

Epoch 19/25

109/109 [==============================] - 88s 808ms/step - loss: 0.5793 - accuracy: 0.7891 -

val\_loss: 1.0319 - val\_accuracy: 0.6512

Epoch 20/25

109/109 [==============================] - 84s 771ms/step - loss: 0.5085 - accuracy: 0.8117 -

val\_loss: 1.2402 - val\_accuracy: 0.6116

Epoch 21/25

109/109 [==============================] - 82s 754ms/step - loss: 0.5008 - accuracy: 0.8146 -

val\_loss: 1.0975 - val\_accuracy: 0.6221

Epoch 22/25

109/109 [==============================] - 82s 752ms/step - loss: 0.4399 - accuracy: 0.8423 -

val\_loss: 1.1795 - val\_accuracy: 0.6209

Epoch 23/25

109/109 [==============================] - 81s 741ms/step - loss: 0.4287 - accuracy: 0.8426 -

val\_loss: 1.3299 - val\_accuracy: 0.6267

Epoch 24/25

109/109 [==============================] - 85s 777ms/step - loss: 0.4200 - accuracy: 0.8455 -

val\_loss: 1.3333 - val\_accuracy: 0.6395

Epoch 25/25

109/109 [==============================] - 80s 731ms/step - loss: 0.4816 - accuracy: 0.8212 -

val\_loss: 1.1663 - val\_accuracy: 0.6500

<keras.callbacks.History at 0x1fc8ad5fa90>

**Save The Model**

model**.**save("flowers.h5")

**Test The Model**

**from** tensorflow.keras.models **import** load\_model

**from** tensorflow.keras.preprocessing **import** image

**import** numpy **as** np

model **=** load\_model("flowers.h5")

img **=** image**.**load\_img("sunflower.jpg",target\_size**=**(128,128))

Img

![](data:image/jpeg;base64,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)

1. **=** image**.**img\_to\_array(img)

array([[[210., 222., 238.],

[186., 208., 221.],

[215., 224., 241.],

...,

[200., 212., 236.],

[192., 210., 230.],

[196., 213., 233.]],

[[190., 206., 222.],

[195., 214., 229.],

[191., 207., 223.],

...,

[186., 204., 224.],

[180., 200., 224.],

[184., 202., 224.]],

[[184., 205., 222.],

[201., 216., 235.],

[189., 210., 227.],

...,

[172., 196., 224.],

[171., 192., 219.],

[178., 198., 222.]],

...,

[[109., 133., 75.],

[111., 135., 77.],

[128., 152., 94.],

...,

[122., 128., 56.],

[ 69., 85., 12.],

[ 76., 93., 22.]],

[[104., 128., 70.],

[106., 130., 72.],

[107., 131., 73.],

...,

[ 92., 98., 36.],

[151., 166., 101.],

[ 43., 56., 13.]],

|  |  |
| --- | --- |
| [[103., 127., | 69.], |
| [112., 136., | 78.], |
| [118., 142., | 84.], |
| ..., |  |
| [115., 121., | 73.], |
| [122., 139., | 84.], |

[ 74., 86., 48.]]], dtype=float32)

x**.**shape

(128, 128, 3)

*#(1,64,64,3) to expand the dims*

1. **=** np**.**expand\_dims(x,axis**=**0)
2. shape

(1, 128, 128, 3)

pred\_prob **=** model**.**predict(x)

1/1 [==============================] - 0s 177ms/step pred\_prob

array([[0., 0., 0., 1., 0.]], dtype=float32)

class\_name**=**['daisy','dandelion','rose','sunflower','tulip']

pred\_id **=** pred\_prob**.**argmax(axis**=**1)[0]

pred\_id

3

print("predicted animal is ",str(class\_name[pred\_id]))

predicted animal is sunflower